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Sample of Midterm Test with Solutions
General requirements for the Midterm Test: 
1. This is CLOSED BOOK examination; 

2. No questions allowed within examination period; 

3. If  something is not clear in question, please put your assumptions;

4. No extra papers, cell-phones or programmable calculators are allowed;

5. For calculations or assumptions you can use reserved space in the exam paper or opposite side of each page;

6. It is allowed for use: pens and pencils, erasers, simple calculators and rulers.  

1.  Section: Memory and Cache  

Estimate the design of the Direct Mapped Cache unit with the following specification:

Direct-mapped cache controller is implemented in FPGA with embedded Block RAM (BRAM) for the cache content. Cache unit communicates with the Main memory based on the SDRAM module. The following partial specification is given:

Direct-mapped cache controller (located in the FPGA) parameters are as follows:

· Hit time -  T hit = 10 nS

· Hit rate R hit = 98 % 
· Block size = 32 words

· Word width = 32 bits (minimum accessible data is one word)
· Cache volume = volume of the on-chip Block RAM = 1 MB
· Block replacement mechanism is based on “Dirty”-bit approach

SDRAM Memory specification
· SDRAM with DRAM square matrix organization has volume = 4 GB (1 G x 32 bits). 
· SDRAM-to-Cache Bus width = 32 bits, Bus clock frequency - F bus = 133.33 MHz

· SDRAM access time (Row address +RAS & Column address + CAS) T addr = 80 nS 
Cache controller organization

Question 1.1: To determine the miss penalty (time to replace the block in cache) for the worst case scenario (D-bit for the block to be replaced always=1) calculate the following:                                                            









         6

Bus clock period – t (nS) =_________t= 1/ F bus = 1 / 133.33 x10 = 7.5 nS   ______  [1] 
Block transfer time – T bt(nS) =32 words * 7.5 nS = 240 nS___________________  [1]
Block replacement time (if D-bit =1)  – T br = (Taddr +Tbt)*2 = (80+240)*2 = 640 nS                                   
Miss penalty – T miss =_Tbr + Thit = 640nS + 10 nS =650 nS________________   [2]
Question 1.2: Determine the miss penalty if Main memory is based on DDR-SDRAM with the same system parameters as in previous case (according to the above specification). Show calculations in the box below

Miss penalty in case of DDR-SDRAM – T miss’ = __410 nS__ ns                           [2]

Question 1.3: Taking in account that average access time for the cache is equal to:

Hit rate x Hit time + Miss rate x Miss Penalty (T aver = R hit x Thit + R miss x Tmiss), Find the best variant of system organization (with minimum average data access time) out of the following options:
1. Cache with block size = 32 words and Hit rate = 98% & SDRAM based Main memory
2. Cache with block size = 16 words and Hit rate = 96% & SDRAM based Main memory

3. Cache with block size = 32 words and Hit rate = 98% & DDR- SDRAM Main memory

4. Cache with block size = 16 words and Hit rate = 96% & DDR- SDRAM Main memory

Calculate the value of average data access time - T aver for each option, fill the Table 1.1 and select the best variant with min {T aver} .  Calculations are done by formula:
Tav= Rhit * Thit + (1- Rhit)Tmiss:      Then    Tav(1)=0.98*10nS+(1-0.98)*650nS=22.8nS

Tav(2)=0.96*10nS+(1-0.96)*410nS=26nS; Tav(3)=0.98*10nS+(1-0.98)*410nS=18nS
Tav(4)=0.96*10nS+(1-0.96) * [10nS + 2 * (80nS+ 16* 7.5nS / 2)=21.2nS
Table 1.1 

	Option
	Block size

(words)
	Hit rate

 %
	Memory type
	Miss Penalty

      (nS)
	Average access time
     (nS) 
	Mark

	1
	32 words
	98%
	SDRAM
	650
	22.8
	3

	2
	16 words
	96%
	SDRAM
	410
	26
	3

	3
	32 words
	98%
	DDR-SDRAM
	410
	18
	3

	4
	16 words
	96%
	DDR-SDRAM
	290
	21.2
	3


Best option of the system organization ( # _3____                                                  [1]                       
Question 1.4: For the system organization with block size = 32 words (Option #1 and Option #3) determine division of the CPU address word on TAG, Index and Block Offset fields: 
Show calculations below:
Determine the number of bits reserved for “Block offset” field = __5____ bits            [2]
Block offset field = log32= 5 bits__

Calculate the number of cache entries = _8192_                                                             [2]
N cache entries = Cache volume / block size = 1024*1024 B/ 32 * 4B = 8192 
Determine the number of bits reserved for “Index” field = ____13_____bits                 [2]
Index field = log8192= 13 bits__

Determine the number of bits reserved for “TAG” field (number of bits for the TAG associated with the volume of Main memory address area)

Number of TAG bits = ____14__ bits                                                                              [3]

TAG field = Word length – Index length – Block offset length = 32 – 13 – 5 = 14
Question 1.5: Calculate the volume of service cache controller’s RAM (inside FPGA) to store content of TAG-registers, V-bits and D-bits for all entries of the cache.

Service RAM (TAG + V-bit + D-bit) volume = ____16____ KB                               [3]

Show calculations: (14 + 1 + 1) * 8192 (Number of Cache entries) = 16 KB 
Cache interface estimation and Symbol creation:
Question 1.6: Cache controller’s interface to main memory - Main memory Bus:  
i) Determine the number of FPGA pins to be reserved for the SDRAM address lines:   

   Number of address lines from Cache to SDRAM = __15___                                  [3]
Show calculations: SDRAM Address area = log 1G (words) = 30 bits
Number of address lines for SDRAM = 30 / 2 = 15 lines
ii) Determine the number of FPGA pins to be reserved for the SDRAM Data lines:        

     Number of bi-directional data lines from/to Cache and SDRAM = __32____       [1]
iii) Circle the signals to be sent to SDRAM module                                                    [4]
     RAS;   CAS;   WE;   OE;   Clock;   Byte select;  Busy;   DTR (Data Ready)  

iv) Circle the signals which are strobes for address or data buses:                              [2] 
     RAS;   CAS;   WE;   OE;   Clock;   Byte select;  Busy;   DTR (Data Ready)  

Question 1.8: Cache controller’s interface to CPU:
i) Determine the number of FPGA pins to be reserved for the CPU address lines

   Number of address lines from CPU to Cache = ___30___                                         [3]

Show calculations: log 4GB / 4B = 30 
ii) Determine the number of FPGA pins to be reserved for the SDRAM Data lines:        

     Number of bi-directional data lines from/to Cache and SDRAM = ________         [1]

ii) Circle the signals to support Cache - CPU information exchange                             [3]


RAS;   CAS;   CPU_AS ;  WE;  OE;  Clock;  Byte select;  Busy;   DTR (Data Ready)  

Note: CPU_AS – Address Strobe from CPU to Cache 

2.  Section: Cache performance verification

For the Cache organized as 65536 entries x 16 words / block, the verification sequence of addresses has been created. This sequence (in order from top to bottom) has been issued by CPU to the Cache controller. The sequence of addresses is presented in the Table 2.1. 
Question 2.1: Assuming that from the beginning Cache was empty, fill the rest of this table indicating: i) which cache entry number (Index), ii) TAG and iii) word number (Block offset) is requested. Indicate, also, the D-bit value (0 or 1) after each reference. 

Table 2.1

	Reference Address (hex) *
	TAG (hex)
	Cache entry #   = Index (hex)
	Word # (Decimal)
	Hit?

Y/N
	D-bit 0 or 1
	Mark

	022B1030  Rd
	022
	B103
	0
	N
	0
	3

	022B1038  Wr
	022
	B103
	8
	Y
	1
	3

	023B103A  Wr
	023
	B103
	10
	N
	1
	3

	022B1032  Rd
	022
	B103
	2
	N
	0
	3

	023B103B  Wr
	023
	B103
	11
	N
	1
	3


* Rd – means “Read the word”, Wr – means “write” the word to the block

Show calculations for TAG, INDEX and Word # for each reference:

1. ____________022 (TAG) B103 (Index = 16 bit) 0 (Offset =4 bit) _____________

2. __________________________________________________________________ 

3. __________________________________________________________________

4. __________________________________________________________________ 

5. __________________________________________________________________

Question 2.2: For the above start-up sequence list all references which will initiate the “Write back” procedure in the Table 2.2  
Indicate: i) The reference address, ii) Initial block address to be returned to the Main memory and iii) Initial block address to be loaded to the Cache entry from the Memory.
Table 2.2 

	Reference Address which caused “write back” (hex) 
	Initial block address to be returned to memory (hex)
	Initial block address to be loaded from memory (hex)
	Mark

	023 B103 A

	022 B103 0
	023 B103 0
	3

	022 B103 2

	023 B103 0
	022 B103 0
	3


Question 2.3: Calculate an average Miss rate for the above start-up sequence. 

Miss rate = (1 – 1 hit / 5 references) x 100% = 80%                                               [1]

Question 2.4: For the above test sequence list references that caused ping-pong effect. 

Reminder: “Ping – pong” effect occurs in Direct mapped cache when CPU requires data from different blocks with the same index but different TAG. 
The references which caused “ping-pong” effect are as follows:

 i) _023 B103 A___   ii) _022 B1032___  iii) _023 B103 B______                      [3]

3. Section: Virtual memory 

The Virtual Memory is organized as follows: 

· Main memory volume = 2 GB (2G x 8 bit)
· Minimum accessible data word = 1 Byte 
· Page size is = 8 KB

Workload consists of two tasks that require the following memory resources:
Task 1: requires 2944 MB, Task 2: requires 4608 MB.  

Question 3.1: Calculate the volume of Main memory to be reserved for task page tables. 
a) Calculate the number of Page Table entries for the Task 1 and Task 2.   

Show calculations: Maximum number of Page Table entries:                                
For Task 1 = _368 K Calculations: _2944 MB / 8 KB = 368 K = 376832 entries [2]
For Task 2 = _576 K Calculations: _4608 MB / 8 KB = 576 K = 589824 entries [2]
b) Calculate the volume of Main memory (Byte addressable) to be reserved for all Page Tables assuming that each entry of the Page Table consists of: i) Physical Page number, ii) V-bit, iii) D-bit and iv) R-bit (NRU page replacement policy). 

Total number of entries for all Page Tables for the Workload = 966656 entries   [2]
376832 entries + 589824 entries = 966656 entries     
Physical page number field = __18___________ bits                                            [2]
Show calculations

Physical page number field = log (Memory volume / Page size) = log (2GB / 8KB) = 18 
Page entry length = _____3_____ Bytes                                                                 [2]
Show calculations: 

Physical page number + V-bit + D-bit + R-bit = 18+3 =21 bit = 3Bytes (because minimum accessible word is one byte) 
Main memory volume reserved for Page Tables = _2832_____ KB                      [2]

Show calculations:
Number of Page Table entries * 3Bytes = 966656 * 3B / 1024 = 2832 KB
Question 3.2: To test performance of the above Page Table mechanism CPU emulator has issued the Virtual address (32-bits) = 001AC307 h (Write). The content of the PTR (Page Table Register) when Task 1 is activated = 0C2B4100. Determine the following:

a) Page offset (hex) = __0307 h______                                                        [2]

b) Virtual page number of addressed data = ___00D6 h___                        [2]



c) Physical address of Page Table entry where Physical page number should be 

            found =    0C2B41D6                                                                                [2]

Show calculations ___0C2B4100 + 00D6 = 0C2B41D6
d) If the physical page number retrieved from the addressed entry was valid (exist in the Page Table) and was equal to 00EA7 (hex), calculate the physical address of the requested data-slot.

Physical address = _01D4E307                                                              [2]

Show calculations: 00EA7 = 000 0000 1110 1010 0111  
 Concatenated with   0307                                                 0 0011 0000 0111 = 01D4E307

e) Assuming that before this operation TLB buffer was empty fill the entry of TLB                                                                                                   

Table 3 TLB -entry
	V-bit
	TAG
	Physical Page #
	Dirty-bit
	Reference bit

	1
	00D6
	00EA7
	1
	1


Show binary conversion of the Virtual address to find the Page offset & Virtual Page #:





001AC307 = 0000 0000 0001 1010 110 0 0011 0000 0111  





                     19-bit Virtual page number       13 bit Page offset (re: 8KB page)  


                                       00D6 h                        0307 h       





Tmiss = Thit + (Taddr + 32words * 7.5 nS /2) *2 = 410 nS
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