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TEXT BOOK
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3. OPENMP References 
Course Description:
This course introduces students to parallel computing including parallel algorithms, parallel programming and the different parallel architectures. The course covers the basic programming models used in parallel computers, parallel algorithms, parallel programming, the shared memory multiprocessor and NUMA multiprocessor. The Laboratory projects include parallel programming using one of the parallel models
(SIMD, MPI, OPENMP).
Prerequisites:
 Computer architecture, mathematics, algorithms and programming
Marking Scheme

Labs = 20%, Assignments= 10%, Project = 60%, Participation=10%.
“All written reports will be assessed not only on their technical or academic merit, but also on the communication skills of the author as exhibited through these reports." 

Course Goals/Objectives:
To introduce students to parallel computing including algorithms, architectures and

parallel programming (MPI, OPENMP).  
Class Preparation
1-Download Software for implementing parallel computing
2-Install software
3-Run a parallel programs 
4-Evaluate the performance gain for using parallel computing
Class Participation

1-Each group select a topic and present a 15 minutes plan (due date: week 4)

2-Each group present 1/2 hour on progress in implementing parallel programming 

    (download, installing..)  (due date: week 5,6).
3-Each group discuss the use of parallel computing to run an application

   (due date: week 7,8,9,10,11).
4-Presentation of final results and conclusions (due date: week 12)
Course Schedule

	Date
	Topic


	Homework & Project discussion 

	Week 1


	 Introduction to Parallel Architecture

 -shared memory

 -message passing

 -other parallel architectures

 -programming model and communication
	 Introduction to SIMD (download SIMPil simulator)   

	Week 2

 
	Parallel Programs

 -Examples of Parallel Applications

 
	Using SIMPil 


	Week3


	Parallel Programs

 -Examples of Parallel Applications

 -Parallelization Process
	Running application on SIMPil  

	Week 4
 
	Parallel Programs

 -Examples of Parallel Applications

 -Parallelization Process
	Installing MPI, OpenMP

	Week 5

	Parallel Programs
 -Example Program
	Installing MPI, OpenMP  

	Week 6

	-Programming for Performance

 -partitioning
	Installing MPI, OpenMP

	Week 7


	-Programming for Performance

 -partitioning

 -Communication-Programming for Performance


	Compile, Running  application

	Week 8


	Shared Memory Multiprocessors

 -Cache Coherence

 -Memory Consistency


	Compile, Running  application

	Week 9


	Shared Memory Multiprocessors

 -Design Snooping Protocol

 -Design Trade-offs


	Compile, Running  application

	Week 10


	Shared Memory Multiprocessors

 -Synchronization

 -Implication for Software
	Optimization of Performance

	Week 11


	Multiprocessor Design
	Evaluate system Scalability and define bottleneck

	Week 12


	Projects Presentation
	Final Presentation


Projects:


1-MPI using Windows or MPI using Unix 
2-OpenMP Using Windows or Unix
