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Abstract—In this paper, a new theoretical framework based on hidden Markov model (HMM) and independent component analysis (ICA) mixture model is presented for content analysis of video, namely ICAMHMM. Unlike the Gaussian mixture observation model commonly used in conventional HMM applications, the observations in the new ICAMHMM are modeled as a mixture of non-Gaussian components. Each non-Gaussian component is formulated by an ICA mixture, reflecting the independence of different components across video frames. In addition, to construct a compact feature space to represent a video frame, ICA is applied on video frames and the ICA coefficients are used to form a compact 2-D feature subspace that makes the subsequent modeling computationally efficient. The model parameters can be identified using supervised learning by the training sequences. The new re-estimation learning formulae of iterative ICAMHMM parameter estimation are derived based on a maximum likelihood function. Employing the identified model, maximum likelihood algorithms are developed to detect and recognize video events. As a case study, golf video sequences are used to test the effectiveness of the proposed algorithm. Experimental results show that the presented method can effectively detect and recognize the recurrent event patterns in video data. The presented new ICAMHMMM is generic and can be applied to sequential data analysis in other applications.

Index Terms—Hidden Markov model, independent component analysis (ICA) mixture model, sequential data analysis, video content analysis.

I. INTRODUCTION

CONTENT analysis of video is to find meaningful structures and patterns from visual data and represent them in a compact form such that efficient indexing, classification, and retrieval of video content are possible. Various techniques have been developed to analyze the content of video data. Early works mainly focus on video shot boundary detections [1]. After video shots are identified, one or several video frames are selected as key-frames to represent the video shots for indexing and retrieval. Besides video temporal segmentation, localized features such as object-based representation of video have also been investigated by researchers. In [2], the trajectories of objects based on object segmentation and tracking are used for video indexing.

However, the intra-shot analysis only provides a very small time scale access for video, and these approaches that use localized features are still low level analysis.

In the past few years there has been increasing interest in semantic event detection for video data. To bridge the semantic gap, several directions have been studied recently. One direction is to represent the high-dimensional video data in a compact representation, and thus make it possible to index, analyze and retrieve the elements efficiently. In [3], principal component analysis (PCA) is used to reduce the dimension of features of video frames, and two applications were demonstrated. One is high-level scene analysis, and the other is sports video classification. On the other hand, other researchers are utilizing new models to analyze the semantics from video. In [4], HMM and audio features are used to classify TV programs into commercial, basketball, football, news and weather video. Most existing HMM-based video analysis systems mainly focus on video classification tasks. In [5], semantic events are identified by using dominant color ration and motion intensity based on HMM in soccer domain. In [5] and [6], hierarchical HMM structures are used to model the events. However, the tree-like hierarchical HMM is very complex by nature, and such structures may not be practical due to the computation burden. Also, the feature space and pre-defined events are domain dependent and may not be generalized to other domains.

In this paper, we explore a general framework to detect and recognize semantic events. The task is to recognize and identify the known semantic events from video data. Note that finding a good feature space and representing the video data in an efficient way is crucial for recognition systems. We present a compact feature space to represent video data based on independent component analysis (ICA). The new representation makes it easier to analyze the dynamics and characteristics contained in video data. In the feature space, we develop a new statistical model by combining ICA mixture model [7] and HMM modeling, namely ICA mixture HMM or ICAMHMM. Note that ICA techniques are used twice in our model. At the feature extraction step, ICA is used as a preprocessing filter to decompose the video signals. During the modeling step, ICA mixture model are integrated into HMM framework to capture the spatial and temporal characteristics. We use HMM framework to grasp the temporal structures of video data since HMM is well-known for its capability to capture the temporal statistics of stochastic process and it is widely used in pattern recognition field. Since the features are already represented in an efficient way, we only consider simple HMM models with ergodic and left-right structures. Simulations show that these structures are good enough to model the semantic events. In the ICAMHMM modeling, each...
semantic event is described by one HMM model, and its parameters are learnt through training sequences. The maximum likelihood criteria is used to evaluate how well an unknown video segment matches the model. Sequences with larger likelihood are considered to be more likely to contain the pre-defined semantic events. As a case study, golf video sequences are used to test the effectiveness of the proposed algorithm. Different from football, soccer, and tennis video, golf video has not been well analyzed in the literature. The content analysis and event detection in golf domain could provide potential applications for home video and entertainment.

The paper is organized as follows. Section II presents the framework of ICAMHMM for content analysis of video. The detailed algorithm is presented in Section III. Simulations are performed to demonstrate and analyze the effectiveness of the new algorithms in Section IV. In Section V, golf video is analyzed as a case study and experimental results are presented. Section VI concludes the paper.

II. A NOVEL FRAMEWORK OF ICA MIXTURE HIDDEN MARKOV MODEL

A. Problem Formulation

For a video sequence with \( T \) video frames, let \( \mathbf{o}_t (1 \leq t \leq T) \) be the feature vector for the \( t \)-th video frame. Each feature vector can be considered as one observation of a frame in the \( L \)-dimensional feature space. An event is defined as a video segment which has certain semantic meanings. Here we are only interested in supervised learning techniques and the training sequences defining the events are known in advance. Let \( \mathbf{E}_d (1 \leq d \leq D) \) denote a possible event where \( D \) is the total number of all possible events for a given video set. Assume a semantic event \( \mathbf{E}_d \) can be described by an observation sequence, i.e., \( \mathbf{E}_d : \{ \mathbf{o}_{zd+1}, \mathbf{o}_{zd+2}, \ldots, \mathbf{o}_{zd+D} \} \), where \( \mathbf{o}_{zd} \) is the first frame for the event \( \mathbf{E}_d \), and \( D \) is the number of frames of the observation sequence. For a given video sequence, the objective of event detection and recognition is to first identify the event boundaries and then classify each video segments into one of the \( D \) possible known events. In the following sections, mathematical models are developed to represent the observation sequence. Note that semantic events are defined on frame-level. To simplify the detection for event boundaries, we assume that the beginning and ending frames of an event are located at shot boundaries. The event detection and recognition consists of three major parts. The first part is to identify the event boundaries by using shot-level information for the given video sequence. The second part is model identification, i.e., semantic events are represented as model parameters using the training sequences. The third part is to compute the likelihood given each model, and the sequence is classified to the event whose model parameters produce the largest likelihood.

B. The ICA Mixture Hidden Markov Model (ICAMHMM)

For classical applications such as speech recognition [8], HMMs have been successfully applied. For video content analysis, a similar concept can be adopted since the video sequence can be treated as sequential data. Many videos such as news videos and sports videos often contain recurrent patterns and temporal structures. In the context of content analysis or event detection, these temporal structures can be learnt by the HMM and the event detection becomes a classification problem when each event is described by one set of HMM parameters.

1) Modeling the Event Using HMM: We denote a given observation sequence as \( \mathbf{O} = \mathbf{o}_1, \mathbf{o}_2, \ldots, \mathbf{o}_T \), where \( T \) is the length of the sequence and \( \mathbf{o}_t \), \( 1 \leq t \leq T \), is the \( L \)-dimensional feature vector for the \( t \)-th video frame. Let \( q = q_1, q_2, \ldots, q_T \) be the hidden state sequence. An HMM model with \( N \) states is determined by the parameters \( \lambda = (A, B, \pi) \), where \( A = \{ a_{ij} \} \), \( 1 \leq i, j \leq N \) is the state transition probability matrix, \( a_{ij} = P(q_{t+1} = j | q_t = i) \) is the probability of state \( j \) at time \( t + 1 \) given the state is \( i \) at time \( t \). \( B = \{ b_j (\mathbf{o}) \} \), \( 1 \leq j \leq N \), is the density parameter, where \( b_j (\mathbf{o}) \) is the probability density function of the observation at state \( j \). And \( \pi = \{ \pi_i \} \), \( 1 \leq i \leq N \) is the initial state distribution where \( \pi_i = P(q_1 = i) \).

The HMM is suitable for modeling temporal structures of sequential data. The unsupervised learning methods generally require complex graphical models and are computationally expensive and the prior knowledge is not well utilized. Therefore, we choose to use one HMM model to describe one event, and different events are represented by different model parameters. The advantages of this method are that it is relatively robust to the small variations in training data, and generally not computationally demanding. We model the video signal using continuous observation models because we believe video signals in feature space are continuous in nature. Thus, the whole parameter set for continuous HMM modeling to describe a set of semantic events \( \mathbf{E}_d \) can be written as

\[
\mathbf{E}_d : \lambda_d = (A_d, B_d, \pi_d), \quad 1 \leq d \leq D
\]

where \( D \) is the number of events, \( \lambda_d = (A_d, B_d, \pi_d) \) are the HMM model parameters for the event \( \mathbf{E}_d \). \( A_d \) is the transition matrix for the \( d \)-th event. \( \pi_d \) is the initial state distributions for the \( d \)-th event. \( B_d \) is the probability density function, and \( \Theta(B_d) \) is the parameters set which uniquely determines continuous observation densities in all states.

The identification of the model is to find the model parameters \( \lambda_d^* \) that gives the maximum likelihood

\[
L H_{\lambda_d}(\mathbf{O}) = P(\mathbf{o}_1, \mathbf{o}_2, \ldots, \mathbf{o}_N | \lambda_d) = P(\mathbf{O} | \lambda_d), \quad 1 \leq d \leq D,
\]

\[
\lambda_d^* = \arg \max_{\lambda_d} L H_{\lambda_d}(\mathbf{O}), \quad 1 \leq d \leq D.
\]
the second problem, given the unknown observation sequence \( \mathbf{O}' \), and a model \( \lambda = (A, B, \pi) \), the likelihood \( P(\mathbf{O}' | \lambda) \) determines how well the unknown observation sequence matches the given model. A larger likelihood implies the sequence is more likely to have the event described by the model parameters. The likelihood can be computed using the Forward-Backward Procedure [8]. For supervised learning, besides the HMM model parameters \( \lambda \), the number of classes (i.e., the number of events) and the training sequences for each class still need to be determined.

2) Continuous Observation Densities Using Gaussian Mixture Model: Continuous observation densities can be used in HMM to avoid the quantization errors introduced by vector quantization in discrete HMM [8]. The continuous observation model has been formulated in [9], and the continuous densities based on Gaussian mixture model have been formulated in [10]. Thus, for Gaussian mixture model, the observation densities are of the form

\[
b_j(\mathbf{o}) = \sum_{k=1}^{K} P(C_{jk}) \cdot p(\mathbf{o} | C_{jk}), \quad 1 \leq j \leq N \tag{4}
\]

where

\[
p(\mathbf{o} | C_{jk}) = \frac{1}{(2\pi)^{d/2} |\Sigma_{jk}|^{1/2}} \exp \left( -\frac{1}{2} (\mathbf{o} - \mu_{jk})^T \Sigma_{jk}^{-1} (\mathbf{o} - \mu_{jk}) \right).
\]

The multivariate variable \( \mathbf{o} \) can be considered as the observation vector being modeled, \( K \) is the number of mixtures, \( C_{jk} \) is the \( k \)-th mixture component in state \( j \), \( P(C_{jk}) \) is the probability of choosing the \( k \)-th mixture component in state \( j \), \( p(\mathbf{o} | C_{jk}) \) is a Gaussian density with mean vector \( \mu_{jk} \) and covariance matrix \( \Sigma_{jk} \) for the \( k \)-th mixture component in state \( j \).

3) Continuous Observation Densities Using Non-Gaussian Mixture Model: Even though the Gaussian mixture model can approximate arbitrarily closely any continuous density function for a sufficient number of mixtures, the results may highly depend on how the number of mixtures is chosen and the how the parameters are estimated. In this paper, we introduce a new HMM observation model using non-Gaussian mixtures. Each non-Gaussian mixture is associated with a standard ICA. Thus we call this new continuous observation model as non-Gaussian mixture observation model or ICA mixture observation model for HMM. The observations are modeled as a mixture of non-Gaussians since the distribution of video frames in the feature space generally shows non-Gaussian characteristics, and such higher-order statistics can be captured by ICA blindly. The reason of using ICA mixture model instead of ICA is that the observed video data can be categorized into mutually exclusive classes. Such characteristics are often true in video data since the separate stories are often interlaced in video sequences. The ICA mixture model first divides observed data into mutually exclusive classes, and then models each class as a linear combination of independent, non-Gaussian sources. This allows modeling classes with non-Gaussian structures. The observation densities described by ICA mixture can model a broader range of probability density functions, and can be considered as a complement of Gaussian mixture modeling. When using ICA mixture to capture non-Gaussian structures and classify the data, better results were reported in [7], compared with Gaussian mixture. As shown in Fig. 1, the structure of continuous HMM based on non-Gaussian mixture model is similar as the configuration of Gaussian mixture based HMM.

In the new ICA mixture observation model, we are not interested in the recovered sources or their physical meanings. Our major concern is to estimate the observation densities based on ICA mixture learning algorithms and the source models we selected. The goal is to develop a parametric form of representation of observation densities and then derive HMM learning algorithms for HMM models. Let \( q_t \) be the hidden state at time \( t \), the proposed non-Gaussian mixture observation model that brings ICA mixture model into HMM framework to capture the non-Gaussian structures can be represented as follows:

\[
b_{q_t}(\mathbf{o}) = \sum_{k=1}^{K} p(\mathbf{o} | C_{q_t,k}, \theta_{q_t,k}) \cdot P(C_{q_t,k}) \tag{6}
\]

where \( \mathbf{o} \) is the vector being modeled. \( P(C_{q_t,k}) \) is the class probability to the \( k \)-th class; \( p(\mathbf{o} | C_{q_t,k}, \theta_{q_t,k}) \) is a non-Gaussian probability density function that describes the statistics of the observation for the \( k \)-th class at time \( t \), given the state at time \( t \) is \( q_t \), where \( \theta_{q_t,k} \) represents the parameters of the densities in state \( q_t \). Note that (6) is similar to (4) since both are essentially mixture models. The key difference between (6) and (4) is that the mixture component \( p(\mathbf{o} | C_{q_t,k}, \theta_{q_t,k}) \) in (6) is a non-Gaussian density function. The challenges and difficulties reside in the inferring the non-Gaussian density analytically. However, the non-Gaussianities can be captured by ICA by seeking statistically independent sources. Thus, each non-Gaussian mixture component density in (6) is further modeled as a standard ICA. Therefore, the continuous observation densities using non-Gaussian mixture model is essentially an ICA mixture model. The non-Gaussian distributions can be further decomposed into functions through standard ICA as follows. In classical ICA without considering the mixture modeling, the observation sequence \( \mathbf{O} = \mathbf{o}_1, \ldots, \mathbf{o}_T \) is modeled as an \( L \)-dimensional random variable \( \mathbf{o}_t \) which is further modeled as a linear combination of \( L \) statistically independent sources \( \mathbf{s}_t \) plus the bias \( \mu \), i.e.,

\[
\mathbf{o}_t = \mathbf{s}_t + \mu, \quad t = 1, \ldots, T \tag{7}
\]
where \( \mathbf{M} (L \times L) \) is known as the **mixing matrix**. To avoid the ambiguity of the terms, we refer to the mixing matrix \( \mathbf{M} \) as the basis matrix to distinguish the word “mixture” in the mixture model. The ICA task is to find the filter matrix \( \mathbf{W} \approx \mathbf{M}^{-1} \) using only the observed signals \( \mathbf{O} \). Since the observed signals are a linear transformation of the sources, their multivariate probability density functions satisfy the following relationship: 
\[
p(\mathbf{o}) = p(\mathbf{s})/|\text{det}(\mathbf{J})|,
\]
where \( |\cdot| \) denotes the absolute value and \( \mathbf{J} \) is the Jacobian of the transformation. Therefore, the log likelihood can be written as 
\[
\log p(\mathbf{o} | \theta) = \log p(\mathbf{s}) - \log(\text{det}(|\mathbf{M}|)),
\]
where \( \theta \) denotes the model parameters \( \{\mathbf{M}, \mu, \mathbf{s}\} \). Equation (7) describes the case when all the observations are assumed to be generated from one class (i.e., \( K = 1 \)). The observation model introduced in (6) requires a mixture modeling since the observations are assumed to be generated from multiple classes. The standard ICA can be generalized into ICA mixture model that allows modeling of classes with non-Gaussian structures. The ICA mixture model, originally proposed by Lee and Lewicki [7], assumes that the observed data \( \mathbf{O} = \mathbf{o}_1, \ldots, \mathbf{o}_T \) are drawn independently and generated by a mixture density model. The likelihood of the data is given by the joint density
\[
p(\mathbf{o}_1, \mathbf{o}_2, \ldots, \mathbf{o}_T | \Theta) = \prod_{t=1}^{T} p(\mathbf{o}_t | \Theta) \tag{8}
\]
and if a mixture density has the following form:
\[
p(\mathbf{o}_t | \Theta) = \sum_{k=1}^{K} p(\mathbf{o}_t | \mathbf{C}_k, \theta_k) p(\mathbf{C}_k) \tag{9}
\]
where \( \mathbf{o}_t \) is a multivariate variable and \( \Theta = (\theta_1, \ldots, \theta_K) \) is the unknown parameter set for each \( p(\mathbf{o}_t | \mathbf{C}_k, \theta_k) \). \( \mathbf{C}_k \) denotes the class \( k \) and \( K \) is the number of classes. Then the data in each class can be described as
\[
\mathbf{o}_t = \mathbf{M}_k \mathbf{s}_k + \mathbf{u}_k, \quad \mathbf{o}_t \in \mathbf{C}_k \tag{10}
\]
where \( \mathbf{M}_k \) is a square basis matrix for the \( k \)-th class, and \( \mathbf{u}_k \) is the bias vector for class \( k \). The task is first to classify the unlabeled data points into one of the \( K \) classes, and then to determine the parameters for each class. The parameters include \( \{\mathbf{M}_k, \mu_k\} \) for the \( k \)-th class, and the class probability \( p(C_k | \mathbf{o}_t, \theta_k) \) for each data point. Within each class, the data points are modeled by standard ICA. Therefore, we rewrite the total likelihood of the data based on ICA mixture model for state \( j \) as
\[
\log p_j(\mathbf{o} | \Theta) = \sum_{t=1}^{T} \log \left( \sum_{k=1}^{K} p(C_{jk}) \exp(\log p(s_{jk}) - \log(\text{det}(\mathbf{M}_{jk}))) \right). \tag{11}
\]

Note that the mixture density is represented in a form of exponential functions. For ICA problems, as analyzed in [11], a Laplacian density model can be used to approximate super-Gaussian densities, and a bimodel density can be used to approximate sub-Gaussian densities. The combination is the extended informax ICA learning rule for a standard ICA problem.

For the ICA mixture model, the estimation of each mixture density is one standard ICA problem.

The ICA mixture model can be further integrated into HMM framework to model the observation densities. Classic Gaussian mixture models (GMM) based on maximum likelihood estimation are formulated in [10] to describe continuous observations for Markov chains. We consider our ICA mixture based observation models as a further extension to better describe non-Gaussian observations for Markov chains. Using the ICA non-Gaussian mixture observation model, we may be able to get a better fit of the data with a smaller number of classes. In video data, each frame generally has different properties in different regions and they may all change with time. In the high dimensional feature space, if observed data has strong non-Gaussian characteristics, or if we are interested in understanding its non-Gaussian properties, we can choose ICAMHMM as the model, and may get a better fit of the data especially when we want to limit the number of classes to reduce the complexity of the system.

**ALGORITHMS FOR ICAMHMM**

### C. Model Parameters

The proposed ICAMHMM framework has the following model parameters: \( \lambda = (A, C, \mu, \mathbf{M}, \pi) \), where \( A = \{a_{ij}\}, 1 \leq i, j \leq N \) is the transition matrix. \( C = \{P(C_{jk})\}, 1 \leq j \leq N, 1 \leq k \leq K \) is the mixture matrix; \( \mu = \{\mu_{jk}\}, 1 \leq j \leq N, 1 \leq k \leq K \) is the mean coefficients for mixture densities, where \( \mu_{jk} \) is the \( L \)-dimensional mean vector for the \( k \)-th mixture component at state \( j \): \( \mathbf{M}_k \). \( \pi = \{\pi_t\}, 1 \leq t \leq N \) is the initial state distribution. Note that \( C, \mu, \mathbf{M} \) are essentially the parameters for the modeling of the observation distributions in parametric form.

The identification of the ICAMHMM model is to infer the parameters based on training data. In ICAMHMM, the new observation model is based on non-Gaussian mixtures, and each non-Gaussian mixture component is associated with a standard ICA. The re-estimation formulae for learning all the model parameters of the ICAMHMM framework are derived as follows. The forward variable \( \alpha_{t}(i) \) and backward variable \( \beta_{t}(i) \) are defined as [8]:
\[
\alpha_{t}(i) = P(\mathbf{o}_{1:t}, \mathbf{o}_{t+1}, \ldots, \mathbf{o}_{T} | \mathbf{O}_{t}, i = \lambda | \mathbf{O}, \lambda), \quad \beta_{t}(i) = P(\mathbf{o}_{t+1}, \mathbf{o}_{t+2}, \ldots, \mathbf{O}_{T} | \mathbf{O}_{t}, i = \lambda | \mathbf{O}, \lambda).
\]

Using the forward variable and the backward variable defined above, two probabilities of the joint event can be defined [8]
\[
\gamma_{t}(i, j) \equiv P(\mathbf{O}_{t+1}, \mathbf{O}_{t+2}, \ldots, \mathbf{O}_{T} | \mathbf{O}_{t}, \lambda) = \alpha_{t}(i) \cdot a_{ij} \cdot \beta_{t+1}(j) \cdot P(O_{t} | \lambda) \tag{12}
\]
\[
\gamma_{t}(i) \equiv P(\mathbf{O}_{t} | \mathbf{O}, \lambda) = \alpha_{t}(i) \cdot \beta_{t}(i) \cdot P(O_{t} | \lambda) \tag{13}
\]
where (12) defines the probability of the joint event: a path passes through state \( i \) at time \( t \) and through state \( j \) at time \( t + 1 \), given the available sequence of observations \( \mathbf{O} \) and the parameters of the model \( \lambda \). The (13) defines the probability of being in state \( i \) at time \( t \), given the observation sequence \( \mathbf{O} \) and the model \( \lambda \).
In non-Gaussian mixture observation model, we generalize the intermediate variable \( \gamma(j) \) to \( \gamma(j, k) \). The variable \( \gamma(j, k) \) is defined as

\[
\gamma(j, k) = \gamma(j) \cdot \frac{P(C_{jk}) \cdot p(o_t | C_{jk}, \theta_{jk})}{\sum_{m=1}^{K} P(C_{jm}) \cdot p(o_t | C_{jm}, \theta_{jm})}
\]

(14)

where \( p(o_t | C_{jk}, \theta_{jk}) \) is the non-Gaussian observation probability density function \( p(o | C_{jk}, \theta_{jk}) \) evaluated at \( o_t \). The term \( \gamma(j, k) \) can be interpreted as the probability of being in state \( j \) at time \( t \) with the \( k \)-th mixture component accounting for \( o_t \).

\[LH_\lambda(O) = \sum_{q \in \ell} P(O, q | \lambda) = \sum_{q \in \ell} LH_\lambda(O, q) \]

(15)

where the partition of the likelihood function over the state space is represented as a sum over the set, \( \ell \), of all possible state sequences \( q \). Note that the posterior likelihood defined in (15) is over all possible sequences of states. The objective is to maximize \( LH_\lambda(O) \) over all parameters \( \lambda \). For a particular state sequence \( q = q_1, q_2, \ldots, q_T \), the probability \( P(q | \lambda) \) is:

\[P(q | \lambda) = \pi_{q_1} \prod_{t=2}^{T} q_{t-1}^{a_{q_{t-1}, q_t}}.\]

The likelihood function can then be rewritten as

\[LH_\lambda(O) = \sum_{q \in \ell} P(O | q, \lambda) \cdot P(q | \lambda) = \sum_{q \in \ell} \pi_{q_1} \prod_{t=2}^{T} a_{q_{t-1}, q_t} \prod_{t=1}^{T} b_{q_t}(o_t).\]

(16)

Note that \( b_{q_t}(o_t) \) is the observation probability density function \( b_{q}(o) \) (see (6)) evaluated at \( o_t \), given the state at time \( t \) is \( q_t \). Recall (6), we model \( b_{q}(o) \) as ICA mixture models

\[b_{q}(o_t) = \sum_{k=1}^{K} p(o_t | C_{q_k}, \theta_{q_k}) \cdot P(C_{q_k}) \]

(17)

where \( p(o_t | C_{q_k}, \theta_{q_k}) \) is the non-Gaussian probability density function \( p(o | C_{q_k}, \theta_{q_k}) \) evaluated at \( o_t \). Based on the above representation, the likelihood function can be further partitioned by choosing a particular classification sequence, \( K = k_1, k_2, \ldots, k_T \), of mixture densities, where the values of \( k_t(1 \leq t \leq T) \) can be chosen from \( \{1, 2, \ldots, K\} \). The mixture sequence \( K \) determines which class each observation belongs to. We denote the set of all possible mixture sequences as \( \mathcal{K} \). By definition we have the following partitions of the likelihood function:

\[LH_\lambda(O) = \sum_{q \in \ell} LH_\lambda(O, q) = \sum_{q \in \ell} \sum_{K \in \mathcal{K}} LH_\lambda(O, q, K) \]

(18)

where \( LH_\lambda(O, q, K) \) is the joint likelihood of \( O, q, K \) for some particular mixture sequence \( K \in \mathcal{K} \)

\[LH_\lambda(O, q, K) = \sum_{q \in \ell} \sum_{t=1}^{T-1} a_{q_{t+1}, q_t} \sum_{t=1}^{T} p(o_t | C_{q_{kt}}, \theta_{q_{kt}}) \cdot P(C_{q_{kt}}).\]

(19)

Thus, a complete representation of the likelihood function is represented as

\[LH_\lambda(O) = \sum_{q \in \ell} \sum_{K \in \mathcal{K}} LH_\lambda(O, q, K) \cdot \log LH_\lambda(O, q, K).\]

(20)

To apply maximum likelihood estimation, we define the auxiliary function (the \( Q \)-function) with similar form as [9], [10]:

\[Q(\lambda, \lambda^*) = \sum_{q \in \ell} \sum_{K \in \mathcal{K}} LH_\lambda(O, q, K) \cdot \log LH_\lambda(O, q, K) \]

(21)

where \( \lambda \) is the current parameter set, and \( \lambda^* \) is the new parameter set. It has been proved that maximization of \( Q \)-function of the above form leads to increased likelihood [10], [12], i.e., \( Q(\lambda, \lambda^*) > Q(\lambda, \lambda) \) implies that \( LH_\lambda(O) > LH_\lambda(O) \). Recall that the likelihood \( LH_\lambda(O) \) is first partitioned in the state sequence space, and then further partitioned in the mixture sequence space. Similarly, by definition the \( Q \)-function can also be partitioned as

\[Q(\lambda, \lambda^*) = \sum_{j=1}^{N} \sum_{k=1}^{K} Q_{jk}(\lambda, \lambda^*) = \sum_{j=1}^{N} \sum_{k=1}^{K} Q_{jk}(\lambda, \lambda^*),\]

(22)

where

\[Q_{jk}(\lambda, \lambda^*) = \sum_{q \in \ell} \sum_{K \in \mathcal{K}} LH_\lambda(O, q, K) \cdot \log LH_\lambda(O, q, K) \cdot \log LH_\lambda(O, q, K) \]

(23)

and

\[Q_{jk}(\lambda, \lambda^*) = \sum_{q \in \ell} \sum_{K \in \mathcal{K}} LH_\lambda(O, q, K) \cdot \log LH_\lambda(O, q, K) \cdot \log LH_\lambda(O, q, K) \]

(24)

Based on (22)–(24), we successfully partition the \( Q \)-function, and construct the function (24). The inner summation of (24) has the identical form to the one used by Liporace in [9]. In [9], Liporace has already proved that the \( Q \)-function of that form has a unique global maximum as a function of \( \lambda^* \), and this maximum is at a critical point. Assuming the mixture densities in (17) are non-Gaussian but log-concave or elliptically symmetric, and based on Liporace’s theorems, we can conclude our \( Q \)-function that takes summations over \( N \) and \( K \) also has a unique maximum at a critical point. Thus, the maximization of the \( Q \)-function leads to increased likelihood, and the likelihood function converges to a relative maximum.
2) Derivation of Re-Estimation Formulae: Since we have proved the convergence of a relative maximum of the \( Q \)-function, we now can apply the standard Lagrange optimization technique to derive the re-estimation formulae for learning model parameters of the ICAMHMM.

To derive the re-estimation formulae, we can calculate the \( Q \)-function and split the results into three terms as shown in (25) at the bottom of the page. Since the parameters \( \pi_k^\kappa \), \( \alpha_{ij}^k \), and \( P(C_{jk}^* \mid \theta_{jk}, \Theta_j) \) are independently separated in the sum, we can optimize each term individually. The first term in (25) becomes

\[
\sum_{q \in \mathcal{C}} \sum_{K \in \mathcal{K}} P(O, q, K \mid \lambda) \cdot \log \pi_{q1}^k = \sum_{i=1}^N P(O, q_i = i \mid \lambda) \cdot \log \pi_{i1}^k.
\]

(26)

To optimize the right hand side of (26), we can add the Lagrange multiplier \( \psi \) using the constraint that \( \sum_{i=1}^N \pi_{i1}^k = 1 \), and setting the partial derivative to zero. We get

\[
\frac{\partial}{\partial \pi_{i1}^k} \left[ \sum_{i=1}^N P(O, q_i = i \mid \lambda) \log \pi_{i1}^k + \psi \left( \sum_{i=1}^N \pi_{i1}^k - 1 \right) \right] = 0.
\]

(27)

Calculate the derivative and sum to get \( \psi \) first, and then solve for each \( \pi_{i1}^k \), we get

\[
\pi_{i1}^k = \frac{P(O, q_i = i \mid \lambda)}{P(O \mid \lambda)}.
\]

(28)

In a similar way, we use the Lagrange multiplier with the constraint \( \sum_{j=1}^N \alpha_{ij}^k = 1 \), and get

\[
\alpha_{ij}^k = \frac{\sum_{t=1}^{T-1} P(O, q_t = i, q_{t+1} = j \mid \lambda)}{\sum_{t=1}^{T-1} P(O, q_t = i \mid \lambda)}.
\]

(29)

The third term in (25) can be further split into two terms and the first term can be optimized using Lagrange multiplier to get the \( P(C_{jk}^* \mid \theta_{jk}, \Theta_j) \)

\[
P(C_{jk}^*) = \frac{\sum_{t=1}^T P(q_t = j, k_t = k \mid O, \lambda)}{\sum_{t=1}^T \sum_{K \in \mathcal{K}} P(q_t = j, k_t = k \mid O, \lambda)}
\]

(30)

while the other term is the representation based on non-Gaussian densities. As formulated earlier, we associate each non-Gaussian mixture component with a standard ICA. Thus, the non-Gaussian component can be decomposed as a linear combination of statistically independent sources. The inference of non-Gaussian component densities in parametric form is described as follows.

In the presented ICAMHMM, the spatial statistics of observations are exploited by ICA mixture model. The observation model is to represent the observation density functions as the weighted sum of non-Gaussian distributions. The mixture components can be considered as a combination of different classes. For each class, the non-Gaussian density is further represented as a linear transformation of statistically independent sources. Thus, without considering the state space, the data within the \( k \)-th \((1 \leq k \leq K)\) class are described by \( \theta_k = M_k \cdot s_k + \mu_k \), where \( M_k \) is the basis matrix for the \( k \)-th component, \( s_k \) contains the statistically independent sources, and \( \mu_k \) is the bias vector for class \( k \).

Taking the state space into account and applying ICA mixture method, the observation density at time \( t \), given state \( j \), is computed as

\[
\log p(o_t \mid C_{jk}, \theta_{jk}) = \log p(s_{jk}) - \log(\det \{ M_{jk} \})
\]

(31)

where \( \theta_{jk} = \{ M_{jk}, \mu_{jk} \} \). Note that \( M_{jk} \) implicitly models the sources \( s_{jk} \). The density of \( s_{jk} \) can be approximated by super-Gaussian or sub-Gaussian densities depending on the source model.

The basis matrix \( M_{jk} \) for the \( k \)-th class at state \( j \) can be learnt by using the standard ICA algorithm. We choose the extended infonnax estimation algorithm [11] to learn the parameters in the ICA models. By selecting different sigmoidal nonlinearities in infonnax, it is suitable to adapt the learning for both super-Gaussian and sub-Gaussian sources [7], [11]. The adaptation of the basis matrix is

\[
\Delta M_{jk} \propto p(C_{jk} \mid \theta_{ij}, \Theta_j) \cdot \frac{\partial}{\partial M_{jk}} \log p(o_t \mid C_{jk}, \theta_{jk})
\]

(32)

where \( \Theta_j = \{ \theta_{j1}, \ldots, \theta_{jk} \} \) are the parameters for each component density. \( p(C_{jk} \mid o_t, \Theta_j) \) can be computed as

\[
p(C_{jk} \mid o_t, \Theta_j) = \frac{p(o_t \mid \theta_{jk}, C_{jk}) \cdot p(C_{jk})}{\sum_{k=1}^K p(o_t \mid \theta_{jk}, C_{jk}) \cdot p(C_{jk})},
\]

(33)
The mean vector for each mixture at state $j$ is approximated by

$$
\mu_{jk} = \frac{\sum_{t=1}^{T} \mathbf{o}_t \cdot p(C_{jk} \mid \mathbf{o}_t, \Theta_j)}{\sum_{t=1}^{T} p(C_{jk} \mid \mathbf{o}_t, \Theta_j)}.
$$

In the actual implementation, the calculation of the basis matrix $M_{jk}$ is approximated using the extended informax algorithm reported in [11]. For a given state $j$, each mixture component in the density model is an separate ICA model and finding the basis matrix is equivalent to finding its pseudo-inverse, i.e., the filtering matrix $W_{jk}$ with $W_{jk} = M_{jk}^{-1}$. The updating rule for $W_{jk}$ at $n+1$ step is given by [7], [11]:

$$
W_{jk}^{[n+1]} = W_{jk}^{[n]} + \rho \cdot (I - \text{Signs} \cdot \text{tanh} \left( \mathbf{u} \right) \cdot \mathbf{u}^{T} - \mathbf{u} \mathbf{u}^{T}) W_{jk}^{[n]},
$$

where $\rho$ is the learning rate and $\mathbf{u}$ is the source estimate $\mathbf{u} = W \cdot \mathbf{o}_t$. The Signs is a diagonal matrix with ones representing super-Gaussian distribution and negative ones representing sub-Gaussian distribution according to Kurtosis estimate.

3) A Summary of the Algorithm: The ICA mixture model itself in observation space only gives us the spatial statistics. The temporal dynamics are not well exploited in ICA mixture model itself since generally ICA algorithm ignores the order of the signals. However, by integrating ICA mixture model into HMM framework, the temporal information is modeled by the transition matrix and the state sequence. During implementation, we randomly initialize the following parameters: (i) the basis matrix coefficients $M = \{M_k\}$, $1 \leq k \leq K$; (ii) the mean vector coefficients $\mu = \{\mu_k\}$, $1 \leq k \leq K$; (iii) the observation densities $b(\mathbf{o}_t)$. To integrate them into ICAMHMM framework, these coefficients are duplicated for each state and used as initial values for each state. In the temporal modeling step, (28), (29), and (30) are implemented and calculated using the intermediate variables iteratively. To summarize the algorithms derived above, the re-estimation formulae for ICAMHMM are listed as follows:

$$
\pi^*_i = \gamma_i(i), \quad P(C^*_j) = \frac{\sum_{k=1}^{K} \gamma(t(j,k))}{\sum_{i=1}^{K} \sum_{k=1}^{K} \gamma(t(j,k))},
$$

$$
\mu^*_j = \frac{\sum_{t=1}^{T} \sum_{k=1}^{K} \gamma(t(j,k)) \cdot \mathbf{o}_t}{\sum_{t=1}^{T} \sum_{k=1}^{K} \gamma(t(j,k))}, \quad \alpha^*_j = \frac{\sum_{i=1}^{N} \xi(i,j)}{\sum_{i=1}^{N} \gamma(i)},
$$

Note that when calculating the intermediate variables like $\alpha(i)$, $\beta(i)$, $\xi(i,j)$, $\gamma(i,j)$, the observation densities $b_{\mathbf{o}_t}$ is computed as

$$
b_{\mathbf{o}_t} = \sum_{k=1}^{K} P(C_{jk}) \cdot b_{\mathbf{o}_t}(\mathbf{o}_t)
$$

The procedures for ICAMHMM framework are summarized as follows:

1) Initialize the parameters, such as the number of mixtures $K$, the number of hidden states $N$, and the ICA source model $p(s)$.  
2) Apply ICA mixture to model the observations, and calculate the parameters for mixture component densities. 
3) Apply the derived re-estimation formulae (36)–(37) to compute all the parameters for ICAMHMM.

E. Likelihood Evaluation

The re-estimation formulae derived in the previous subsection can be used to compute all the parameters needed to represent a HMM model with non-Gaussian mixture observation densities. Each model (model parameters) represents one event. The calculation of the likelihood is very similar to the classical Forward-Backward Procedure. The major difference is that the observation densities are computed from the sources and basis matrices. The likelihood $P(O \mid \lambda)$ is inductively solved as follows:

1) Initialization:

$$
\alpha_1(i) = \pi_i \cdot \sum_{k=1}^{K} P(C_{ik}) \exp(\log p(s_{ik}) - \log(\text{det}\{M_{ik}\})),
$$

$$
1 \leq i \leq N.
$$

2) Induction:

$$
\alpha_{t+1}(i) = \left( \sum_{i=1}^{n} \alpha_t(i) \cdot a_{ij} \right) \sum_{k=1}^{K} P(C_{jk}) \exp(\log p(s_{jk}) - \log(\text{det}\{M_{jk}\}))
$$

$$
1 \leq t \leq T - 1, \quad 1 \leq i \leq N.
$$

3) Termination: $P(O \mid \lambda) = \sum_{i=1}^{N} \alpha_T(i)$,

For $D$ events, we need to calculate $D$ likelihood given all the model parameters. The one that give the maximum is considered as the detected event (see (2) and (3)).

F. Discussions

The algorithms derived in this paper provides an alternative way to estimate mixture models under HMM framework other than the classic mixture of Gaussian (MoG) models. The ICA mixture model is able to decompose the observations into a representation of non-Gaussian sources, and this representation, when combined with HMM learning, is able to adapt the data in the spatial domain and the time domain simultaneously. However, to determine the number of mixture components is non-trivial in mixture models. In our experiments, we generally use two mixtures per each observation model to make the implementation easier and it seems sufficient for us to cover most cases both in simulations and in our collected video data. MoG HMM is sensitive to the initial parameter estimation and the number of mixtures since expectation-maximization (EM) algorithm can only find a local maximum. Our ICAMHMM model essentially inherits the same limitation since we plug our ICA mixture mode into the existing EM based HMM learning. There are some efficient algorithms [13] and [14] that can be used to estimate these initial parameters and thus can effectively help
convergence and estimate the number of mixtures. In the present paper, we only focus on general model development.

III. Simulation Results Using ICA Mixture Hidden Markov Model

To verify the proposed model, we generate simulated data to validate the model and algorithms. We define two “hidden” states with each state being associated with a mixture model. The observations are defined in a two dimensional space. We choose some common non-Gaussian distributions in images and videos and combine them together to form the observation distributions. The observation density for state 1 has three mixtures with each mixture being generated from an independent ICA model. The first ICA mixture in state 1 is created by mixing two independent sources randomly drawn from a Laplacian distribution and a Tukey-Lambda distribution. The second ICA mixture is a mixing of two independent uniform sources. The third ICA mixture is a mixing of two independent Laplacian sources. Each of the above three mixtures has their own own basis vector. The class probabilities for each of the three mixtures are 40%, 10% and 50%, respectively. The observation density for state 2 has two mixtures with each mixture being generated from an independent ICA model. The first mixture component is created by mixing two independent sources randomly drawn from a Gamma distribution and a uniform distribution. The second mixture is created by mixing a uniform source and a binorm source. The weights are 50% for both mixture components. We apply our ICAMHMM algorithm to the observations and then get the estimated state sequence. The results show that the hidden states of 99.85% observation samples have been correctly identified. The results show that ICAM mixture model combined with existing EM based HMM framework is effective in learning the data and capture the temporal characteristics.

The simulation results show that the ICAMHMM can effectively capture both the spatial (actually in the feature space rather than the real spatial domain as in images) characteristics and temporal characteristics, and converge to a local maximum. We compared ICAMHMM with MoG HMM and found that when both of them converge to the global maximum, the performances are similar. Using MoG HMM, the model can also adapt the simulation data and by average 99.98% of hidden states can be correctly estimated when the algorithm converges. However, we found that for the simulation data, MoG HMM has difficulties in convergence. We ran Monte-Carlo simulations on randomly chosen initial parameters on the same data set. The results show that the MoG HMM converges to the correct global maximum at the ratio of 33% while the ICAMHMM converges at the ratio of 52%. The computation cost of the training process for ICAMHMM is higher than MoG HMM learning due to an additional ICA step. In our simulations, the ICAMHMM algorithm was implemented in Matlab without optimization and the average running time for each iteration is 16.23 seconds. The average running time for each iteration in MoG HMM learning on the same hardware is 1.3 seconds. The performance of ICAMHMM highly depends on selected ICA algorithms. However, note that these calculations are in the training step and may only need to be done once in off-line mode. In the feature extraction step, our selected features can be run in real-time since we only choose color histograms as the main features. In the event detection step, ICAMHMM does not have additional computation cost. The computation cost of the likelihood function is the same as MoG HMM.

IV. Content Analysis Based on ICA Mixture Hidden Markov Model

Applying ICAMHMM, we develop a video event detection and recognition system including four modules as follows.

1) Feature Extraction: We use frame-based global features to analyze the content. To reduce the lighting effects, we choose normalized chromaticity histograms [15] as our color features. Based on 3D RGB color space, the 2D illumination-invariant normalized chromaticity (r, g) is defined as $r = R/(R + G + B)$, $g = G/(R + G + B)$. Histograms with 256 bins are generated as features in the normalized chromaticity color space for each video frame. We apply ICA to extract the two independent components (ICs) from high-dimensional feature vector. The ICA task is to find filter matrix using only the observations. Each video frame is processed as one observation that can be considered as a linear combination of hidden basis functions. The ICA model assumes that the observations are a linear combination of statistically independent sources. The illumination invariant histograms are used as the input signal. We denote $x_t$, $t = 1, \ldots, T$ as the input signal, and $o_t$, $t = 1, \ldots, T$ as the output signals of ICA learning model, where $T$ is the number of video frames. The ICA learning model is defined as $o_t = W \cdot x_t = W \cdot M \cdot s_t$, where $W$ is the filter matrix, $s_t$ is the statistically independent sources. $o_t$ is considered as recovered independent sources. The rows of the output signals are independent components (ICs). Since the time course is only associated with the ICs, we select the two most significant ICs as the new features instead of the basis functions. Thus, the observation feature space is reduced to 2-dimensional.

2) Shot Boundary Detection: Based on video frame distribution in the ICA subspace, a dynamic clustering algorithm [16] is applied to classify video frames into shots and detect the shot boundaries. Each video frame is represented by a point in ICA subspace, and Euclidean distance is used as dissimilarity measure between two points.

3) Model Training: The output signals $o_t$, $t = 1, \ldots, T$ from ICA learning in previous feature extraction step are used as observations in ICAMHMM. During ICAMHMM model training, the spatial characteristics of the signals are captured by ICA mixture model and the temporal characteristics of the observations are explored by a HMM modeling to find the most probable state sequence. The parameter re-estimation formulae are derived in earlier sections. For each event, a different model is trained, and the model parameters are used to represent the event.

4) Event Detection: We assume each shot can be categorized into one of the candidate events. The detection of event is essentially a sequence classification since each event is represented as model parameters. For a new sequence, we evaluate the log-likelihood given each model. The event
whose model gives the maximum log-likelihood will be declared as the detected event for the test sequence.

Note that ICA techniques are used twice in the event detection system. During feature extraction, the use of ICA can be considered as a pre-processing filter which creates a compact and efficient representation of the original data. During model learning process, ICA mixture is used to model the observation densities that are non-Gaussian distributions.

A. Experimental Results

To illustrate the effectiveness of the proposed algorithms, we choose golf video data as a case study. For the golf video, the recurrent patterns are generally very recognizable especially when the players hit long and straight shots. The first scene is relatively static when the payer prepares for his hit. After he swings and hits the ball, the next scene often contains high motion activities when the camera follows the ball. Finally, the scenes always focus on the golf court to track the ball or the player, and those generally contain low activities.

In the experiment, one hour golf video is captured from TV. The video data is encoded in MPEG-1 format with frame rate 29.97 frames per second. The video contains different lighting conditions, multiple views in one window, and quick camera motions. Compared with surveillance or traffic video with relatively static background, this golf video data is a challenge to analyze. Even though the video contains many dynamics, some recurrent patterns are still recognizable by human perception. For example, “full-swing” scenes generally begin with a zoom-in to capture the player’s preparation for his hit, and then followed by a quick camera motion to track the ball. Finally, the last scenes are usually some zoom-ins to locate the slowly moving ball. Other events include random camera moves, audiences, invited talks, and natural views. We define three events: event 1—“full-swing”, event 2—“non-full-swing”, and event 3—“irrelevant event”. “Full-swing” event is defined as the golf swing that produces long and straight shots with full-swings. “Non-full-swing” event is defined as the soft hit such as fairway shots and bunker shots, and generally the ball does not fly very high for such cases. The irrelevant event includes all other scenes such as the invited talk, the scene of the audience, etc. Figs. 2–4 show examples of these three events, respectively.
complex cues such as motion may not be as computationally efficient.

The distributions of video frames in ICA subspace are plotted in Fig. 5. Note that we also manually add arrows to show the temporal information and how video samples (feature vectors) move in the ICA subspace. In event detection step, both the features in the ICA subspace and the temporal information will be used to identify the event based on the trained model. It can be seen that the shapes and patterns are very similar. The temporal characteristics are captured by HMM models.

The detection results measured in confusion matrix is shown in Table III. In the event detection step, the problem is essentially equivalently to classifying each video shot in one of the three pre-defined events. From the confusion matrix, we can see that many event 1 candidates are misclassified to event 2, and some event 2 candidates are also misclassified to event 1. We did some failure analysis and found that the errors are caused by the following factors: features, the definition of the events, and the “noise”. The reason we choose normalized color histogram is because we want to eliminate the effect of the illumination changes and make maximum use of the color cues for golf video. In some cases, it is difficult to distinguish a full-swing from a regular shot because for some full-swing shots the camera did not track the ball in close-up, so the model learnt from golf court—camera panning to track the ball in the sky—ball falling down cannot capture those full-swings in long camera shot. Also, in some regular shots, there are some quick camera movements that confused the models and thus some regular shots are also misdetected as full-swing shots. Possible improvements include adding more features such as motion, but as analyzed earlier, motion is also likely to introduce noise in the feature space. For those failure cases the difference between a full-swing and a regular shot is less recognizable.

V. CONCLUSION

In this paper, a new video content analysis framework is presented based on HMM and ICA mixture model. The new framework combines ICA mixture model and HMM. The observation densities of HMM are presented by non-Gaussian mixtures and each non-Gaussian mixture density is learned by ICA. The new framework extended the classical continuous HMM using Gaussian mixtures, thus allows the approximations of a larger range of distributions. The spatial statistics are explored by ICA mixture model and the temporal characteristics are modeled by HMM transitions. Note that ICA is used twice in our video detection algorithm. First, ICA is applied on video frames and the ICA coefficients are used to form a compact feature subspace. Secondly, ICA mixture model is used as a density estimation method for parametric form representations of the distributions since ICA is an appropriate model to estimate the non-Gaussian source densities. We verify the proposed framework in a supervised learning to detect semantic video events. One HMM model is trained for each event. The model that gives the maximum likelihood for the test sequence is considered as the detected event. The experimental results show that the presented method can effectively detect and recognize the recurrent patterns in our golf video data. Also, the presented new ICAMHMM framework is general and can be applied to sequential data analysis in other video content analysis applications.
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